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Abstract: This paper presents a sectored antenna array indoor positioning system (IPS) with neural network (NN) technique. 

The hexagonal positioning station is composed of six printed-circuit board Yagi-Uda antennas and Zigbee modules. The values 

of received signal strength (RSS) sensed by wireless sensors were used to be the information for object’s position estimation. 

Two NN models, including NN with back-propagation (BP) learning algorithm and probabilistic NN (PNN), were applied to 

perform the positioning work for a comparison. In the experiments, an 8x8 square meters indoor scene was performed and 288 

points and 440 points were experimented in this area. The positioning results show that both NN models have the average error 

less than 0.7 meter. In other words, the proposed positioning system not only has the high positioning accuracy, but also has the 

potential in real application. 
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1. Introduction 

It is well known that IPS has become more and more 

popular in the object searching due to the rapid developments 

of wireless communication technique and personal network 

[1-3]. IPS is used to provide the location information of person 

and device. It is a system of location based service (LBS) 

through the integration of the wireless communication and 

information services. The object’s accurate position could be 

determined by using such a service system. It has been used 

widely in the various applications, such as cargo management, 

patient monitoring, public guiding system, etc. Undoubtedly, 

IPS will certainly play a significant role for the smart life of 

human beings in the future. 

Generally, the structure of IPS could be divided into two 

parts, i.e. the positioning algorithm and the sensing 

infrastructure. The positioning algorithm is the method of 

determining the object’s location. So far, three algorithms, 

including triangulation, scene analysis and proximity, are 

mainly used for the object’s position estimation [4-9]. The 

sensing infrastructure is related to the wireless communication 

technology used for IPS. Nowadays, the various wireless 

communication technologies such as wireless local area 

network (WLAN) [10-13], wireless sensor network (WSN) 

[14-15], radio frequency identification (RFID) [16-18], 

Bluetooth [19-20], Zigbee [21-22], etc. have been wildly used 

in the sensing technique of IPS. Each IPS has its advantage 

and limitation in accordance with the developed element’s 

function. In which, many positioning computational 

algorithms used the values of RSS sensed from the known 

reference nodes to calculate the object’s coordinate [23-24]. 

But, since the influences of external factors such as the 

obstacle of hindrance, the noise disturbance and the diffraction 

of electromagnetic wave, the positioning computational 

method is still a challenging topic in the research of IPS 

application. 
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In recent years, due to the powerful learning and adaptive 

capabilities, NN technique has been employed into the 

positioning applications [25-31]. It is used to catch the 

nonlinear mapping between the coordinate of object and RSS 

signals. Through a training process, the well-trained NN 

model then can be used to estimate the object’s location based 

on RSS measurements. In this research, two NN models, 

including NN with BP learning algorithm and PNN, were 

applied to perform the positioning work for a comparison. The 

detailed NN models will be described in the following section. 

In order to improve the positioning accuracy, Cidronali et 

al [32] designed a new switched beam array antenna for 

wireless indoor positioning application. The antenna is 

intended to augment a wireless device operating as the 

coordinator or base station, and its design is suitable for 

installation on the ceiling of any large indoor space [33-34]. 

Similar to [32], this paper presents a novel indoor positioning 

scheme which is composed of array antennas and Zigbee 

modules. The information of signal angle and RSS are used 

to estimate the object’s location. The whole paper is 

organized as follows. The proposed indoor positioning 

system is presented in Section 2. Section 3 describes the NN 

models for the positioning estimation. Section 4 presents the 

relevant experiments and results. At last, a conclusion is 

given in Section 5. 

2. The Proposed Indoor Positioning 

System 

In this research, Figure 1 shows the developed IPS module 

which consists of two parts. One part is the indoor 

positioning station and the other part is the embedded 

positioning device. The indoor positioning station is 

composed of a sectored antenna array, a microcontroller and 

six Zigbee modules. The sectored antenna array has six 

printed-circuit board (PCB) Yagi-Uda antennas with 

hexagonal arrangement which can provide 360 degrees 

coverage. 

 

Figure 1. The proposed indoor positioning system. 

Yagi-Uda antenna is one of the most successful radio frequency directional antenna designs. It has been used in a wide 

variety of applications that the antenna design needs gain and directivity [35]. Figure 2 shows the figures of Yagi-Uda antenna 

and its radiation pattern.  

 

Figure 2. Yagi-Uda antenna and radiation pattern. 
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The embedded positioning device is developed to perform 

the indoor positioning function. Through a training process, 

NN model could calculate the object’s position by using RSS 

fingerprint dataset obtained from the station. Then, the 

positioning result could be displayed on the screen of 

ARM-based system. 

The RSS based positioning technique estimates the 

position from the signals of RSS vector which can be 

obtained by wireless sensors. The radio propagation model 

with positioning algorithm is a common way to determine the 

distance between an object and the station. Its equation is 

generally expressed as 

( )AdnRSS p +⋅⋅⋅−= 10log101            (1) 

Where np is the signal propagation constant, d is the 

distance between object and sensor and A is the object’s RSS 

when the distance is 1 meter. 

3. NN and Modified PNN 

In our studies, traditional NN model with BP learning 

algorithm and modified PNN model were employed into the 

positioning works for a comparison. Two NN models are 

briefly described as follows. 

3.1. NN Model 

A three-layered feed-forward fully connected NN is used 

in the studies. The size of NN is 6-13-2 which means NN has 

6 input nodes, 13 hidden nodes and 2 output nodes. It 

structure is shown in Figure 3. Two output nodes estimate the 

values of x and y axes of object’s coordinate, respectively.  

 

Figure 3. The NN structure. 

The error back-propagation (BP) learning algorithm is 

adopted by NN model. The learning process is all training 

inputs are presented cyclically until all weights of NN are 

stabilized. The major steps of BP learning algorithm are 

summarized as follows [36-37]. 

Step 1: Initialize all weights, 
ij

ω  to small random values 

(typically between -0.5 to 0.5). 

Step 2: Present an input pattern and specify the desired 

output. Calculate output using the presents 
ij

ω . 

Step 3: Find the error term, δ for all nodes. If Dj, Oj and 

Hj denote the desired value of j
th

 output node, the computed 

value of j
th

 output node, and the computed value of j
th

 hidden 

node, then the error terms of all nodes could be calculated by 

using the following equations. 

The error of output layer node j:  

)1()(
jjjjj

OOOD −−=δ            (2) 

The error of hidden layer node j: 

∑−=
k

kjkjjj

HH δωδ )1(            (3) 

where k is over all nodes in the layer above node j. 

Step 4: Adjust weights by 

1))-(-)(()(1)( nnunn
ijijijijij

ωωζηδωω ++=+  (4) 

Where (n+1), (n) and (n-1) indicate the next, present, and 

previous iteration numbers, respectively. ui is the i
th

 input 

connected with node j. η is the learning rate. ζ is a 

momentum that effectively filters out high-frequency 

variations of the error surface. 

Step 5: Present next input pattern and go back to step 2.  

3.2. Modified PNN 

The modified PNN was initialized by Zaknich [25]. In this 

research, PNN is applied to estimate the coordinate of object. 

The architecture of modified PNN is shown in Figure 4. It 

consists of one input layer, one pattern layer, one summing 

layer and one output layer. The algorithm of modified PNN is 

described as follows.  

Let C  be a set of class vectors i.e. IPS training data, 

which is given by 

{ }) ,( ,) ,( ), ,( 2211 mm ycycyc …=C            (5) 

where m is the number of class vectors. ci contains six RSS 

signals sensed by antenna and yi is the scalar output related to 

ci. Here, the probability density function (PDF) of modified 

PNN is defined as 








 −−−=
22

)()(
exp),,Φ(

σ
σ i

T

i
i

cxcx
cx        (6) 

where σ  is the smoothing parameter of Gaussian function, 

x is the training vector for class i in the input space. Thus, the 

output ŷ  i.e. the coordinate of object can be obtained by 
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where iz  is the number of xi associated with . 

 

Figure 4. The architecture of PNN. 

4. Experiments and Results 

In this research, an 8x8 square meters indoor field as shown 

in Figure 5 is used for the experiments. In order to test the 

indoor positioning system developed, 288 and 440 positions 

(features) within the intervals of 0.5 meter and 0.4 meter were 

measured, respectively. The features collected by IPS station 

are RSS signals measured by wireless signal receiver. Figure 6 
and Figure 7 present the illustrated figures for 288 and 440 test 

positions, respectively. 

 

Figure 5. The indoor experimental field. 

 

Figure 6. The illustrated figure for 288 positions. 

 

Figure 7. The illustrated figure for 440 positions. 

4.1. The Experiments by NN with BP Learning Algorithm 

Firstly, NN model with BP learning algorithm was used 

to do the object’s position estimation. For 288 points 

experiment, two data groups were collected randomly, each 

group has 288 data sets and each set includes the 

information of point’s coordinate (x, y) and six RSS sensed 

values (RSS1, RSS2, …, RSS6). First data group was used 

for NN’s training and second data group was used for test. 

Table 1 lists the mean absolute errors (MAEs) of positional 

estimations by using 6-13-2 NN model with 10 different 

learning rates. From the results shown, the best performance 

is taken by NN model with 0.1 learning rate. The training 

MAE and test MAE are 48.5 cm and 52.09 cm, respectively. 

Similarly, two data groups for 440 points were collected 

either. The same experiment was redone by 6-13-2 NN 

model. The positioning results is also shown in Table 1. 

Again, the best performance is taken by NN model with 0.1 

learning rate. The training MAE and test MAE are 62.11 cm 

and 63.80 cm, respectively. 

In this part of experiments, NN is viewed as the nonlinear 

regression model for performing a nonlinear input-output 

mapping. NN generates an approximate function to the 

training data. 

ic
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Table 1. The statistic errors of 288 and 440 positional estimations by NN. 

Learning 

rate 

288 points 440 points 

Training 

MAE 
Test MAE 

Training 

MAE 
Test MAE 

0.1 48.50 52.09 62.11 63.80 

0.2 55.04 55.26 62.73 68.02 

0.3 59.26 56.88 65.83 69.63 

0.4 50.90 57.71 60.56 65.95 

0.5 57.22 58.41 63.55 70.36 

0.6 59.20 58.84 62.48 69.06 

0.7 60.64 59.60 64.58 71.39 

0.8 56.57 59.86 67.88 69.41 

0.9 58.19 61.32 63.89 67.92 

1.0 60.99 64.99 66.22 70.61 

Avg. 56.65 58.50 63.98 68.62 

4.2. The Experiments by Modified PNN 

In the experiment by using PNN model, the same data 

groups were performed by modified PNN with 10 different 

σvalues. Table 2 presents the estimated positioning errors. 

From the results shown, PNN model withσ=0.01 has the 

best estimation. The estimated MAEs of 288 points and 440 

points could reach to 1.96 cm and 1.72 cm. Figure 8 and 

Figure 9 show the plots of 288 and 440 positional estimations. 

The symbols of circle and dot are actual and estimated 

coordinates of the experimental data. 

Unlike previous NN’s experiments, in this part of research, 

the modified PNN is viewed a classifier which is used to 

estimate the object’s position in accordance with the features 

(RSS signals) sensed. Compare the results of Table 1 with 

Table 2, it is clearly found that the positioning accuracy 

performed by modified PNN is much better than NN with BP 

learning rule. 

Table 2. The statistic errors of 288 and 440 positional estimations by 

modified PNN. 

σ 
288 points 440 points 

MAE MAE 

σ=0.1 109.88 108.97 

σ=0.09 95.77 95.97 

σ=0.08 82.00 83.40 

σ=0.07 68.82 71.15 

σ=0.06 55.82 58.70 

σ=0.05 42.33 45.20 

σ=0.04 28.08 29.77 

σ=0.03 13.76 14.45 

σ=0.02 4.26 4.49 

σ=0.01 1.96 1.72 

Avg. 50.27 51.38 

 

Figure 8. The plot of 288 positional estimations. 

 

Figure 9. The plot of 440 positional estimations. 

5. Conclusion 

This paper presents a sectored antenna array indoor 

positioning system which structure includes the positioning 

algorithm and the sensing infrastructure. The infrastructure is 

composed of six printed-circuit board Yagi-Uda antennas and 

Zigbee modules which are used to generate and sense the 

RSS signals. Two NN models are the positioning methods to 

perform the object’s position estimation according to the 

signals of RSS sensed. In our studies, the positioning 

accuracy performed by modified PNN model is much better 

than traditional NN. That means the classifier by modified 

PNN has the outperformance than the regression function 

generated by traditional NN in indoor positioning application. 

However, such a conclusion is given by the environment of 

RSS based positioning system must be stable and the signals 

of RSS have no serious problem caused by the effects of 

interference, diffraction or reflection. From the results shown 

in Table 1 and Table 2. It is able to be found that the 

estimated accuracies performed by modified PNN model are 

highly related to the values of σ. On the contrary, compare 

with the modified PNN model, the NN model with BP 

learning is more stable in performing the estimations. The 

variances of estimations are small. Thus, how to establish a 

more excellent and stable indoor positioning system is still 

the future work we will continue. 
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