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Abstract: A 3D face feature location method based on stripes and shape index is proposed in order to locate the feature points 

in face exactly and quickly. The grating projection technique is used to obtain 3D face image. Based on the difference between 

the background fringe image and the deformed fringe image, the basic information of the human face in the image is determined. 

The basic information includes left and right edge lines, upper and lower edge coordinates and the width of the human face in the 

image. And then, the approximate position of the ear is quickly determined according to the left or right edge line. The found 

areas of the tip of the nose and the inner canthus are reduced according to the position of the ear. The position of the tip of the 

nose and the inner canthus are determined according to the height and shape index information. The experiment was conducted in 

a dark environment, with an average total time of 4.05 seconds and an average time of positioning of 1.07 seconds. When the 

allowable error is 15 pixels, the positioning accuracy is 85.34% for different poses, and the positioning accuracy is 96.88% when 

the face rotation angle is less than 20 degrees. 
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1. Introduction 

Face positioning method is mainly divided into two parts: 

face location method based on two-dimensional image and 

face location method based on 3D image [1-3]. Positioning 

methods based on 3D face images are based on the height and 

concavity of the face. Therefore, it has some advantages over 

the method of locating based on two-dimensional face images. 

For example, it is less influenced by light changes, face pose 

changes and skin color changes [4, 5]. However, the apparatus 

for acquiring 3D images is complicated. Since 3D images 

contain more information, the calculation amount is larger and 

the processing time is longer. 

The 3D face positioning methods include template 

matching, statistical feature position, relative height and 

curvature methods and so on. The curvature is more 

commonly used. When dealing with real 3D face images, the 

biggest problems by using surface fitting to calculate the 

curvature of each point in the image is slow operation speed 

caused by the large data amount. Dorai proposed the Shape 

Index feature based on Gaussian curvature and mean 

curvature, which can represent the bump degree at each point 

on the surface, the position of nose tip and eye angle is 

determined by judging the shape index of each point in 3D 

face image. 

A 3D face feature location method based on stripes and 

shape index is proposed in this paper. The method uses grating 

projection to obtain 3D face image. Before performing 3D 

face location, the search area is quickly determined based on 

the difference between the background stripe image and the 

deformed stripe image acquired by the raster projection 

method. This method reduces the time for 3D face positioning 

and makes the positioning result more accurate by 

determining the search area in advance. 

2. The Overall Process of the Method 

The overall process of the 3D face location method based 

on the stripe and shape index proposed in this paper is as 

follows: 

Firstly, a background image with no stripes, four 
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background stripe images, and four deformed stripe images 

are collected. The effective part with stripes is cropped out 

according to the background image and the background stripe 

image. After the cutting is completed, a 3D topography 

measurement technique based on a grating projection method 

is used to acquire a 3D face image. 

Secondly, the position of the human face in the image and 

the basic information of the human face in the image are 

determined by the difference between the deformed fringe 

image and the background fringe image. The basic 

information of the face includes the left edge line, the right 

edge line, the upper edge coordinates, the lower edge 

coordinates, and the width of the human face in the image. The 

position of the ear is determined based on the trend of the left 

edge curve (or the right edge curve) and the width of the face. 

Finally, the search area of the tip of the nose is determined 

according to the ear position and the position of the tip of the 

nose is determined based on the height and shape index 

information. After the position of the tip of the nose is 

determined, the search area of the left and right inner canthus 

is determined based on the position of the tip of the nose. The 

position of the inner canthus is determined based on the height 

and shape index information. 

3. 3D Shape Reconstruction 

The grating projection method is a 3D topography based 

on structured light. It is a relatively mature method for 

measuring the 3D appearance of an object, and it has 

applications in the fields of topography measurement, 

industrial inspection, machine vision and etc. This method 

has the advantages of high measurement accuracy, wide 

measurement range and relatively simple realization [6-8]. 

Therefore, the grating projection technique is used in this 

paper to obtain 3D face image. This 3D face image will be 

used for face location. 

To obtain a 3D face image using a raster projection method, 

the 4-step phase-shifted grating fringe images need to be 

respectively projected onto the human face and obtained by a 

camera. The four deformed grating fringe images acquired are 

shown in figure 1. 

 
Figure 1. Deformed fringe images. 

The phase measurement profilometry (PMP) is used to 

obtain the wrapped phase according to the four background 

stripe images and the four deformation stripe images acquired 

by camera. The calculation formula of the wrapped phase is 

shown in (1): 
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Where x and y are the abscissa and ordinate of the image 

respectively, Ii (x, y) is the phase value of the ith image, φ(x, y) 

is the wrapped phase of the range (-π, π). 

The wrapped phase map is shown in figure 2. 

 
Figure 2. Wrapped phase map. 

Solving the solution of the adjacent phase difference of 

wrapped phase and the adjacent phase difference of 

unwrapped phase under the least square method, the 

unwrapped phase value is obtained by (2) [9, 10]: 
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Where min{ } is the minimum operation, M and N are the 

number of rows and columns of the image respectively, Φi+1, j - 

Φi, j is the lateral difference of the unwrapped phase, Φi, j+1 - Φi, 

j is the longitudinal difference of the unwrapped phase, ∆
x
i,j 

and ∆
y
i,j are the wrapped phase differences in horizontal and 

vertical axes, respectively. 

3D face image is shown in figure 3. Different colors in the 

image represent different heights. Due to noise and other 

interference, the effect cannot be expanded to achieve the 

perfect state. Dimples appear on 3D surfaces and they are in 

the same direction as the stripes. Unevenness will appear on 

the 3D face image. Although it does not affect the general 

trend of 3D face images, these places will affect the 
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calculation of the curvature afterwards. The inaccuracy of the 

curvature calculation will directly affect the accuracy of the 

positioning of the tip of the nose and inner canthus, so these 

problems need to be solved. 

 
Figure 3. Original 3D face image. 

Since the problems did not affect the overall trend of the 

image, the method of curve fitting is used to repair the 3D 

image. If the length of a single fit curve is too long, the 

intrinsic roughness of the face will be smoothed. If the length 

of the fitting curve is too short, smooth unevenness will still 

appear and it will take longer. After experimental verification, 

the single-fit curve length taken in this paper is 1/6 of the 

width of the human face in the image. The quarto curve will be 

used for curve fitting because the face's unevenness is 

complex. It is shown in (3). 

4 3 2y a x b x c x d x e= × + × + × + × +         (3) 

Where x and y are the serial number of a point in the curve 

and the height of the point. 

The 3D face image after processing is shown in figure 4. 

 
Figure 4. 3D face image after processing. 

4. 3D Face Positioning 

The amount of 3D face image data is very large, and it takes 

a very long time to perform 3D face location directly. In order 

to accelerate the positioning speed, the search area is 

determined based on the fringe image before accurate 

positioning. The specific positioning steps are shown as 

follows: 

Firstly, get face silhouette image through image 

preprocessing and determine the basic human face 

information in the image. The basic human face information 

includes the left and right edge lines, the upper and lower edge 

coordinates and the width of the human face in the image; 

Secondly, the fourth curve is fitted based on the left edge (or 

right edge) of the face, and the ear position is located 

according to the curve; 

Finally, the search area is determined based on the position 

of the ear and the basic information of the face. In the 

determined search area, the positions of the tip of the nose and 

the inner canthus are accurately located based on the height 

and shape index [11-14]. 

4.1. Initial Positioning of the Face Image 

To confirm the approximate position of the entire face 

based on the fringe image, the difference between deformed 

grating fringe image and background grating fringe image 

needs to be subtracted to get the deformed fringe image with 

the background removed. And then the binarization was used 

for removing the tiny error points. After that, the 

point-by-point search (from top to bottom and from left to 

right) was used for searching the pending effective point with 

the value of 1. 

After that, search the pending valid point with a value of 1 

point by point following the order from top to bottom and 

from left to right. After the pending valid point is searched, set 

this point to the starting point at the top left corner of the 3×3 

area (when searching from right to left, this point is the upper 

right corner of the area), and then determine the number of 

pending valid points in the area. If the number is greater than 5 

(the agreed number), determine the point as a valid point. If 

the number is less than or equal to 5 (the agreed number), then 

the point is invalid. 

When a valid point is determined, determine the point as the 

left edge of the face and save its coordinates. Next, use this 

method to search another valid point from right to left in the 

row. Use this point as the right edge of the face, save its 

coordinates and calculate the length between the two valid 

points as the width of the face on that line in the image. After 

the left and right two valid points are found, the value of the 

pixels between the two points are changed to 1, and the value 

of the pixels on both sides become 0. 

After the processing completes a row of pixels, the next row 

will be processed until the processing of the entire image is 

completed. 

After the entire image processing is completed, set the line 

of the first valid point as the upper edge of the face to be 

determined and the line of the last valid point as the lower 

edge of the face. The silhouette image of face is shown in 

figure 5. 
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Figure 5. Face silhouette image. 

4.2. Location of the Ear 

It can be seen from the silhouette image of face that the 

location of the human ear is the widest position in the face, and 

the face side edge points can be connected into a quadratic 

curve. However, the acquired image may contain shoulders, it 

is shown in figure 6. And then the acquired side edge is not a 

quadratic curve, but a quartic curve with one valley (peak) and 

two peaks (valleys). The fitted quartic curve is obtained 

according to the left (right) edge points. The formula of the 

fitted quartic curve is shown in (3): 

 
Figure 6. Face silhouette image including shoulders. 

After completing the curve fitting, the position of the ear 

can be determined based on the number of extreme points of 

the left edge (or right edge) curve of the human face and the 

width of the human face: 

If the edge curve has only one crest (or trough), this point is 

the position of the ear, and the cut-off point below the curve 

(which has a relatively large coordinate value) is the position 

of the neck; 

If the edge curve has a peak (or valley) and a valley (or 

peak), then the upper peak (or valley) is the position of the ear, 

and the lower valley (or peak) is the position of the neck; 

If the edge curve has two crests (or troughs) and one trough 

(or crest), then the upper crest (or trough) is the position of the 

ear, and the trough (or crest) is the position of the neck. 

The edge of the face is not a standard curve, so the peak 

(valley) of the curve is not the exact location of the ear. 

Therefore, the position where the face width value is the 

largest is searched near the position of the ear (1/3 of the 

distance from the neck to the upper edge point). This position 

is the final position of the ear. 

4.3. Pinpoint the Nose Tip and Inner Canthus 

After the position of the ear is determined, the search area of 

the tip of the nose is determined according to the coordinates 

at the edge of the human face, the position of the ear, and the 

width of the face at the ears. Centering on the position of the 

ear, extend 1/4 of the length of the face upwards and 

downwards as the upper edge and lower edge of the search 

area of the tip of the nose. The left and right edges of the ear 

respectively extend towards the center by 1/6 of the width of 

the human face as the left and right edges of the search area of 

the tip of the nose. The search area of the tip of the nose is 

shown in figure 7. 

 
Figure 7. Search area of the tip of the nose. 

The point with the highest height (the highest value) in the 

search area of the tip of the nose is set as the tip of the nose to 

be determined, and then the first-order gradients fα, fβ and 

second-order gradients fαα, fββ, fαβ at this point are calculated 

according to (4) and (5): 
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Where α and β are the abscissa and ordinate of the point, 

respectively, and f (α, β) is the pixel value at (α, β) in the 

image. 

And then calculate Gauss curvature K and average 
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curvature H according to the first-order gradient and second-order gradient. It is shown in (6): 
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The shape index is calculated according to (7): 
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Where κ1 and κ2 are the maximum curvature and the 

minimum curvature. 

Judge whether this point is the nose point by the shape 

index. If the shape index is greater than the pre-set value, this 

point will be designated as the tip of the nose. If not, this point 

and its nearby 3×3 area will be removed and searching will 

continue until the tip of the nose is found. The positioning 

result of the tip of the nose is shown in figure 8. 

 
Figure 8. Positioning result of the tip of the nose. 

After the position of the tip of the nose is determined, the 

inner canthus search area is determined according to the 

position of the tip of the nose, the width of the face, and the 

length of the face. The height of the search area is 1/2 of the 

length between the tip of the nose and the upper edge, and 

the width of the search area is 1/3 of the width of the face at 

the ears. The found area of inner canthus is shown in figure 

9. 

 
Figure 9. Search area of inner canthus. 

Find the lowest height point in the left and right search areas 

as the inner canthus to be determined respectively. If the shape 

index of this point is less than the set value, it is determined 

that this point is the position of the inner canthus. If the shape 

index of the point is greater than or equal to the set value, the 

area is removed and the search is continued until the positions 

of the inner canthus are searched. The positioning results of 

inner canthus as shown in figure 10. 

 
Figure 10. Positioning results of inner canthus. 

5. Experimental Results 

In this experiment, the resin portrait is taken as the 

measured object. It is done in dark conditions. The projector 

(DITONG M19) is used to project the fringe image onto the 

surface of the measured object, and the camera (SONY 

CX610E) is used to capture the background fringe images and 
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the deformed fringe images. The 3D face positioning 

experiment is completed using MATLAB R2014a on the 

Windows operating system. 

The size of the image captured with camera is 1920×1080, 

this image contains many useless areas. If the original image is 

processed directly, the speed will be very slow. Therefore, the 

effective part with stripes in the image needs to be 

automatically cut out according to the fringe information in 

the image before the specific processing. The effective image 

size after the cut is 841×621, a total of 584,361 pixels. 

This experiment collected 116 groups of face images. Part 

of the experimental results is shown in figure 11. 

The time for 3D face image reconstruction and image 

restoration is between 2.86 seconds and 3.24 seconds, and the 

average time is 2.98 seconds. The processing time of 86 

groups of images is less than 3.00 seconds. 

The time for positioning the nose and inner corners is 

between 1.01 and 1.17 seconds. The average positioning time 

is 1.07 seconds. The positioning time of 99 groups of images 

is less than 1.10 seconds. 

 
Figure 11. Parts of the positioning results. 

Before the experiment, the position of the nose and inner 

corners of the resin portrait was marked. The difference 

between the positioning result and the label position is 

calculated. The positioning error is equal to the difference of 

the abscissa plus the difference of the ordinate. The scattered 

plots of error distribution at the tip of the nose and inner 

canthus are shown in figure 12 and figure 13. 

 
Figure 12. Scattered plot of error distribution at the tip of the nose. 

 
Figure 13. Scattered plot of error distribution at inner canthus. 
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It can be seen from figure 12 and figure 13, when the face is 

frontal or rotated to the left or right by less than 20 degrees, the 

positioning error is relatively small. The positioning error of the 

tip of the nose is within 10 pixels (approximately 2.5 mm), and 

the positioning error of the inner canthus is within 15 pixels 

(approximately 3.8 mm). When the face rotation is greater than 

20 degrees, the feature will be occluded and the error will 

increase. As the rotation angle increases, the positioning error at 

the tip of the nose and the inner canthus increases. When the 

face rotates more than 40 degrees, the features at the tip of the 

nose and the inner canthus are blocked to a greater degree, and 

the positioning results will show larger deviations. 

When the allowable error is 15 pixels, there are 99 images 

in 116 3D face images with different facial poses, which can 

accurately locate the positions of the nose tip and the inner 

canthus. The positioning accuracy rate is 85.34%. When the 

face rotation angle is less than 20 degrees, the positioning 

accuracy rate is 96.88%. The experimental results show that 

the 3D face feature location method based on the stripe and 

shape index is feasible. 

6. Conclusion 

A 3D face feature location method based on stripes and 

shape index is proposed in this paper. This method locates the 

tip of the nose and inner canthus based on the characteristics 

of the fringe image and the features of the human face. 

Determine the basic information of the face in the image and 

the search area based on the difference between the 

background stripe image and the deformation stripe image. 

Then complete the exact positioning according to the height 

information and shape index. The determination of the search 

area can not only reduce the amount of computation, but also 

eliminate some of the interference points and problematic 

points in the image. Experimental results show that the 

positioning method proposed in this paper has higher accuracy 

and faster positioning speed. 
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