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Abstract: In order to guide an industrial robot to pick a rough casting object, a visual servoing system have been designed to 

perform the task. This solution present an efficient method to perform robot and vision system’s hand eye calibration. Shape 

matching method is used to find a rough casting object, by combining Line2d algorithm and ROI selection. This vision system 

can find rough objects with high computational speed and it is robust to environmental noise. The experiment shows that the 

system repeatability is within 2mm and verify the feasibility of the method and robustness of the algorithm. 
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1. Introduction 

Manual grinding, in which safety and health of human are 

all at risk, has always been regarded as a difficult and 

dangerous job in the industry. Grinding is a process of 

abrasive machining that produces small particle and leads to 

environment pollution. In this paper, the necessity to enclose 

the process and replace human with machine is further 

discussed. As industrial robots are more flexible than 

machines, an anthropomorphic robot is employed in this 

application. Due to the property of flexibility reflected by 

grinding cells, robots are guided by a vision system instead 

of establishing a fixed position of the object. Thus, the 

application of industrial robots offers a new way to deal with 

the problem that has existed for a long period of time. The 

method of traditional robotic grabbing refers to manually 

transporting the workpiece to a special mechanical fixture, 

and the industrial robot is responsible for performing the 

work of workpiece grabbing every time it reaches the 

specified position [2]. In addition to being time-consuming, 

this method generates a large amount of work, and a new 

mechanical fixture must be designed when the work line 

needs to change the type of the workpiece. 

If add vision to the industrial robot, great changes will 

occur accordingly. The technology of visual grasping 

employed by industrial robot is regarded as one of the key 

research points in the industry [3]. In the present market, 

many visual positioning solutions are available on the basis 

of industrial robots [2, 3, 4]. Nevertheless, the employment 

of vision system in the foundry processing industry, castings, 

especially unprocessed parts are subject to problems such as 

excessive volume, poor consistency of shape, and harsh 

application environment, which as a consequence leads to the 

difficulty in the visual positioning of workpiece [4]. A 

grinding project for the embedded parts of high-speed rail is 

jointly developed by this paper, and it helps solve the 

problem of visual grabbing employed for industrial robots in 

the process of manufacturing embedded parts by using a 

high-efficiency method, which undoubtedly provides a new 

solution for the industry. 

At present, the technology of visual positioning and 

grabbing employed for industrial robots have three kind of 

main techniques, which are namely 2D based on monocular 

vision [5], Binocular stereo vision system [6] and 3D vision 

based on profile or structured light 3D vision [7]. Presently, 

2D vision is known as the mainstream. The advantage of 

image positioning based on 2D vision is low in cost, simple in 

structure and high in the efficiency of system operation. 
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Nevertheless, only the angle of rotation of the object 

perpendicular to the camera can be obtained through the 

process. Binocular stereo vision system, as two cameras are 

used by the stereoscopic image coordinates of the images 

acquired by the left and right cameras are extracted 

respectively and the feature points are also extracted to acquire 

the spatial coordinates of the points on the measured object, 

which thereby helps establish the spatial coordinate system of 

the measured object. The advantage of this method is that the 

three axial rotation angles of the product x, y, z can be 

obtained in comparison with the ordinary 2D vision. but the 

cost of hardware spent on this method is higher than that of 

monocular vision system, and the accuracy of positioning is 

greatly affected by the extraction accuracy of the surface 

feature points of the product in binocular camera images. That 

is to say, if one of them performs not well, it may fail to give 

the right position of object. Some 3D sensors can obtain the 

3D model through profile and structured light. It means that it 

can get the information of object’s surface in complete depth, 

and the method is more resistant to interference of external 

light. However, 3D sensor brands are not large in amount in 

the market, and the price of sensors is high. In addition, it takes 

several seconds to get some objects’ 3D model. Thus, not only 

the difficulty but also the cost are increased. 

The grabbing object in this paper refers to the embedded 

parts of a high-speed rail guide. Before robot grabbing, all 

the workpieces are placed on the pallet in the same 

orientation and order. With a fixed number of layers, the 

pallets are transported to the upper parts of robot by forklift. 

The 6-axis industrial robot employs a vision system to 

position and grab the workpieces. Considering the economics 

of the project and the efficiency of the running cycle, 2D 

vision is chosen by us to match with the positioning 

technology employed by the robot. 

2. System Composition 

The vision system adopted for industrial robot is mainly 

composed of the following parts 

(1). The system of visual acquisition (including industrial 

camera, lens and light source); 

(2). The system of image processing; 

(3). The system of PLC logic control; 

(4). The system of visual grasping for industrial robot. 

 

Figure 1. Vision grasping system for industrial robots. 

In conjunction with light sources, industrial cameras and 

lenses work together to offer images with a higher resolution 

to the vision system. The system of image processing not 

only provides real-time man-machine interaction and data 

traceability, but also performs image processing and template 

matching. In addition, it also does the job related to 

coordinate translation. The value of the measured object 

acquired by the camera in the camera coordinate system is 

converted into the reachable grab position of the robot, and 

then transmitted to the PLC logic control system of the entire 

system via the communication bus. The system of PLC logic 

control is known as the center for logical control of the entire 

workstation. It is responsible for completing the logic control 

of all peripherals while completing the data transfer between 

the vision system and the industrial robot. The industrial 

system of robot grabbing is mainly composed of industrial 

robots and robotic grippers. The industrial robots complete 

the grasping and placing of the workpieces by combining the 

gripping work. 

Based on the requirements of practical application, the 

system of robot vision can be generally divided into two 

types: eye to hand and eye in hand. Eye to hand refers to the 

situation that the camera is installed outside the industrial 

robot. In such case, both the position of camera and attitude 

calibration is relatively simple, but the field of vision 

possessed by camera is fixed and is difficult to be changed. 

The eye in hand refers to the situation that the camera is 

mounted on the body of robot. The camera is usually fixed on 

the end flange of the robot's 6 axis, and then the view of 

camera varies with the different postures of the robot. This 
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method allows the field of vision possessed by the camera to 

be free from being limited to a fixed range, but the accuracy 

reflected by positioning of relative camera is affected by the 

relative posture of robot body. 

The role played by the robot vision system in this paper 

goes like this: the parts placed on the pallet based on certain 

rules will be taken by industrial robots and then sent to the 

post process. In accordance with the requirements of the 

working environment, the way of eye in hand is employed in 

this paper. Besides, both the camera and the light source are 

fixed at the end of robot. Cooperating with the vision system 

through the demolition function of robot, the robot can grab 

workpiece automatically and send it to the next process. 

 

Figure 2. Contour matching process. 

3. Work flow 

The main work flow of the visual system shown by the 

grinding workstation is displayed as follows: 

3.1. Camera Calibration and Hand Eye Calibration of 

Robot 

3.1.1. Camera Calibration 

Camera calibration is composed of internal parameter 

calibration and external parameter calibration. In this paper, 

the [8, 9] calibration method proposed by Zhang is employed 

to complete the internal parameter of camera, and then the 

fractional model with single distortion coefficient is adopted 

as the distortion model of the camera. With the calibration 

plate fixed on a plane, the robot is moved to take pictures, 

and a total of 24 images showing the calibration plates of 

different attitudes are collected. Table 1 shows the result 

obtained from calibration. The average error obtained from 

calibration is 0.45 pixels. 

Tabel 1. Camera Calibration Result. 

f/mm k/mm Sx/um Sx/um Cx Cy 

12.2594 -510.88 1.66967 1.67 1919.07 1329.35 

3.1.2. Calibration of Robot Hand Eye and Coordinate 

Conversion 

The hand-eye calibration of the robot is aimed at 

establishing the relationship between the systems of camera 

image coordinate and robot coordinate. The traditional 

method of hand-eye calibration is employed mainly to 

control the robot to perform the transformations of pose. In 

the process, the method of calibration proposed by Zhang is 

adopted to obtain the calibration board position to camera. 

Taking into account the motion parameters of the robot 

controller, the homogeneous equation CX = XD is established. 

After multiple translations, the rotation is then conducted to 

obtain the transformation matrix X of the camera to the end 

effector, that is, the matrix of hand-eye transformation. 

In terms of the eye in hand mode adopted by this project, a 

more effective hand-eye calibration method is designed in 

this paper. The calibration process is shown as follows: 

At first, a mirror is placed in the center of the measured 

plane, and the camera is employed as well to obtain the 

real-time image. After that, the cross line (x=image. wight/2, 

y=image. height/2) is added to the center in the vision field 

of the camera. Then, the mirror is used to check the position 

of camera lens, and move the robot to the place where the 

camera is located in the center of the cross line. At this point, 

we admit that the Z axis of the camera coordinate system is 

perpendicular to the measured plane. 

Secondly, put a calibration board which can be adopted to 

distinguish and identify the X and Y directions to the center 

of cross line, and then adjust the position of the calibration 

board, so that the X and Y directions of the calibration board 

coincide with the cross line in the camera field. In such 

situation, the coordinate system of camera is calibrated. 

After completing the camera calibration, do not move the 

calibration board. Create a coordinate system for robot 

workpiece in the calibration board, and put it in the same 

place as the coordinate system of camera. 

Finally, remove the demarcation board, and then place the 

workpiece at the center of the field of vision. Without 

moving the workpiece, the robot takes the position P1 of the 

work piece in the coordinate system of the workpiece, and 

then the position V1 of the current workpiece is obtained by 

employing the camera. At this point, P1 refers to the offset 

value obtained from the tool coordinate relative to the 

coordinate system of robot workpiece when the robot grabs 

the workpiece, and V1 denotes the offset value of the 

workpiece relative to the coordinate system of camera. 

As the coordinate system of the camera coordinates with 

the coordinate system of the robot workpiece, the offset value 

obtained from the workpiece relative to the camera 

coordinate system
1

P

CT is equal to the offset value obtained 

from the workpiece relative to the coordinate system of the 

robot 1

P

UT . Therefore, the equation is obtained as follows: 

1C

PT = 1U

PT                     (1) 

In terms of 1U

PT , the equation is obtained as follows: 

1U

PT  = 1U

TT *T

PT                 (2) 

In terms of the robot, the offset of the workpiece is fixed, 

which is in line with the fixed posture T

PT . When the robot 

grasps the posture of the workpiece which is invariable, it is 
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fixed value, and therefore it can be obtained from the upper 

form: 

T

PT  = 1 1[ ]U

TT − * 1C

PT               (3) 

When the position of workpiece moves, the offset value 

obtained from the workpiece in the camera coordinate system 

is 2C

PT , 

Therefore, the equation can be obtained as follows: 

2C

PT  = 2U

PT  = 2U

TT * T

PT           (4) 

From this, the coordinates of the robot can be obtained 

after moving the workpiece: 

2U

TT = 2C

PT * 1 1 1 1[[ ] * ]U C

T PT T− −          (5) 

3.2. Template Matching 

Template matching refers to a common method employed 

for machine vision for the purpose of solving the problem 

related to positioning in the industrial field. The process of 

establishing the appropriate ROI (region of interest) through 

the algorithm of image processing, creating the template, 

finding the ROI and placing it in the image coordinate system 

is regarded as the process of template matching. 

The method of template matching can be divided into 

grayscale-based and feature-based matching algorithms, 

respectively. According to the grayscale statistics, the image 

is viewed as a digital signal, and the matching relation is 

found based on the gray value of the pixel. This method is so 

mature that it is widely applied in a variety of fields, but it 

has a large amount of calculation in actual use and poor 

real-time response to speed. Moreover, this method can be 

easily influenced by the outside light. 

On the basis of the algorithm employed for feature 

matching, the feature of the image is extracted and the 

feature description factor is generated accordingly. In the end, 

the features of the two images are matched based on the 

similarity existing in the description factor. In the process of 

match, commonly used features can be divided into points, 

lines (edges), area (surface) and other characteristics. As this 

method is less influenced by light, it has good performance in 

robustness and fast speed in response. 

The method of LineMod [10, 11, 12] put forward by 

Hinterstoisser is regarded as one of the most advanced 

method employed for template matching. Combining the 

depth information with the gradient information of the color 

image, this method is usually employed to generate a 

template by quantizing the gradient direction to a fixed 

direction, and then several schemes of optimization are 

adopted for quick measures of windowing similarity between 

input images [13]. In this paper, the Line2d module in the 

LineMod method is slightly modified, and thus it is made 

suitable for grayscale images and improving the recognition 

rate of the experimental product. The specific process is 

shown as follows: 

 

Figure 3. Contour matching process. 

3.2.1. Obtain Image 

After selecting a standard workpiece, place it in the center 

of the field of view possessed by the camera according to the 

imaging posture, and then add a high-contrast background 

material under the workpiece based on the color and contour 

of the workpiece to highlight the features of the workpiece. 

Then, take picture by employing the camera. 

3.2.2. Create a Contour-Based Shape Template 

On the basis of the characteristics obtained from the 

workpiece and the actual situation on the spot, the template 

area is required to have the characters as follows: 

1) Minimize burrs and impurities; 

2) Clear outlines and corner features; 

3) With the directional feature that can be adopted to 

distinguish the detected workpiece, the template can always 

be found in the image no matter how the image rotates. 

The steps for creating a template are listed as follows: 

1) After conducting Gaussian blur on the image, use the 

Sobel Operator to carry out calculation on the gradient, 

and then solve the gradient direction and amplitude at 

each pixel to obtain the contour information of the 

image and retain the contour information which is able 

to satisfy the threshold. 

2) After dividing the gradient direction space into N equal 

intervals, encode it through the employment of a binary 

string. 

3) The direction of the gradient is calculated in the 

neighborhood of M*M, and the gradient direction 

exceeding L is adopted as well. 

4) Based on the image, the gradient information 

independent of the contour is removed. Save the 

template after reducing the interference between the 

workpiece and the background. 

5) After conducting rotation of 360° for the template, save 

a new template every n1°. 

Figure 4 is a diagram showing the workpiece which are 

being inspected, and all the workpieces are layered on the 

pallet in a certain order. Based on the characteristics of the 

workpiece, the system finally selects a part of the two holes 

in the center of product as the template by taking into 
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account the factors such as the mutual dependence of the 

workpiece and the conditions of on-site illumination. The 

template is shown in Figure 5 as follows. 

 

Figure 4. Workpiece put in pallet. 

 

Figure 5. Template. 

3.2.3. Template Match 

After the template is created successfully, the vision 

system is able to obtain images of other objects to be tested, 

and then the saved template will be called to match in the 

newly obtained image. The matching process of the image to 

be matched is divided into the three steps as follows: 

1) Image preprocessing: Gaussian blurring is performed on 

the image by employing the same parameters as the template 

generated, and then Sobel is employed to calculate the 

gradient, the spatial division of gradient direction, and the 

operation of binary coding representation. And the gradient 

direction is diffused in a certain neighborhood, which means 

that the gradient direction is diffused to the pixel of the t 

neighborhood. 

2) Calculate the graph of gradient response. The process of 

calculating the gradient response refers to calculating the 

response images of n gradient directions for the search image 

after the quantized gradient orientation and the diffusion 

orientation by using the method of traversing, and calculating 

the orientation value of each pixel. The similarity of the 

gradient directions is saved as a list. 

3) Taking into account the technology of linearized 

memory of the computer, the matching of the template and 

the image to be matched is completed by checking them up 

in the table. 

Through the above-mentioned process of matching, not 

only the information related to the translation position of the 

workpiece but also the rotation angle of the workpiece can be 

determined. After the completion of positioning work, the 

robot is able to perform the coordinate points for workpiece 

grabbing by taking into account the above-mentioned method 

of hand eye calibration and coordinate conversion. 

3.3. Robotic Grab Control and Trajectory Optimization 

In the entire grinding system, the control Commands of 

robot mainly come from the PLC master system. Figure 6 

shows the control logic of the main control system. 

 

Figure 6. Flow chart of the main control system. 
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4. The Project Is Realized 

Figure 7 shows the picture about the actual operation of the workstation. The system focuses mainly on a set of grabbing 

robots including the vision system, and it employs the electronic control system to complete the loading and unloading of the 

pallet workpieces. 

 

Figure 7. industrial robot and vision system show 

Transportation of the tray is carried out by the forklift 

truck. According to the different products, products of 6-9 

layers are stacked on the tray. All the products are separated 

by wooden board. When the material is finished on the tray, 

the worker drops corresponding programs to start the 

command over the robot. After receiving the instructions, the 

robot runs to the position of the first work piece, obtains the 

image, and then carries out calculation on the image. The 

position of the workpiece is transformed to the coordinate 

where the robot can grab. It is sent to the robot, and then it is 

grabbed by the robot. After being grabbed by the robot, the 

workpiece is moved to the material table, the grinding work 

is completed by the rear robot, and the next workpiece is 

grabbed by the robot. When one piece of workpiece is 

completed, the robot then switches the grip and holds the 

partition board to the designated position. After that, the 

robot will switch to the next hand and continue the following 

work of the next layer. 

5. Conclusion 

This paper proposes an effective method employed for the 

vision of grasping robot in rough casting. This method is 

characterized by wide adaptability, high efficiency and good 

embeddedness. By combining the calibration of coordinate 

system employed in the industrial robot workpiece with the 

vision camera, the hand eye calibration of the robot is 

completed efficiently. The method of shape-based template 

matching provides a way for locating and grasping rough 

castings. 
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